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Abstract
Many organizations struggle to make informed decisions when investing in new software technologies. This paper examines the problems of evaluating the likely impact of a new software technology within an organization, and describes an important component of such an evaluation based on understanding the “deltas” provided by the new technology. The main contribution of this paper is a framework for organizing software technology evaluations that highlights technology deltas. That is, the framework centers on the premise that new technologies must be positioned within the context of their contemporaries, and analyzed from the point of view of what they contribute in relation to those existing technologies.

The technology delta framework is described, and is illustrated through its application to the Object Management Group’s Object Management Architecture (OMA). Strengths and weaknesses of the approach are then analyzed, and required future work in this area discussed.

1. Introduction
All organizations developing or using software-intensive systems must continually make decisions regarding the selection, application, and introduction of new software technologies. Some technology decisions are made explicitly following a detailed examination of the alternatives (e.g., deciding on a standard word processor within the organization), while others are made implicitly with little detailed study of the potential impact of the decision (e.g., deciding to ignore a new product line from an operating system vendor). In all of these cases the organization is attempting to understand and balance a number of competing concerns regarding the new technology. These concerns include:

• the initial cost of acquiring the new technology;
• the long term effect on quality, time to market, and overall cost of the organization’s products and services when using the new technology;
• the impact of introducing the new technology into the organization in terms of training, and other necessary support services;
• the relationship of this new technology in the organization’s overall future technology plans;
• the attitude and actions of direct competitor organizations with respect to this new technology.

Based on these and other factors the organization develops an assessment of the likely return on investment (ROI) of using this new technology. While in many domains ROI has a well-defined meaning and is calculated using established techniques and formulas, this is not the case in the software technology domain. In fact, while highly desirable, attempts at developing a general, repeatable approach to the calculation of software technology ROI have been unsuccessful. There are many reasons for this, foremost among them being the difficulty in establishing cause and effect when assessing the impact of new software technologies within an organization.

Unable to generate a concrete prediction of ROI for a new technology, most organizations must instead obtain an informed view of the technology based on applying a collection of techniques. While these techniques are mostly informal in nature (e.g., attending trade shows, pilot application, case studies) they nevertheless lead to an “informed intuition” about the technology that can be used to make a decision.

Performing technology evaluations is an important component of the role of Software Engineering Institute (SEI). The SEI provides advice to its customers on current software engineering best practices, helps to transition promising technologies, and raises awareness of future technology trends. One particular effort underway at the SEI, called STEIM (Software Technology, Evaluation, Integration and Measurement), focuses on developing
evaluation techniques and measures which are particularly applicable to technologies that support integration of systems comprised of off-the-shelf components. Our experiences with examining a range of system integration technologies highlighted the need for greater rigor in the way in which our evaluation data was collected and analyzed, and for a more systematic approach to planning, executing, and interpreting evaluation results. To address these problems we have developed a conceptual framework that can be used to categorize the different software technology evaluations that are possible, and suggest a method for carrying out a systematic evaluation based on populating the framework with the results of specific experiments that reveal information about a software technology.

Briefly stated, the premise of our evaluation framework is that one key piece of evidence needed by an organization is qualitative and quantitative reports on technology “deltas”, i.e., descriptions of the impact of the new features introduced by a technology as differentiated from features found in existing technologies. Hence, in this paper we describe a framework that highlights techniques for identifying and describing these technology deltas, and for defining focused application-oriented experiments to estimate the costs and benefits of these deltas in particular usage scenarios.

The remainder of this paper is organized as follows. Section 2 reviews existing techniques that are used to evaluate and compare different software technologies. Section 3 describes the technology delta framework and its use in performing software technology evaluations. Section 4 provides a detailed case study of the use of the technology delta framework. Section 5 summarizes the main points of the paper and briefly describes future work we plan to carry out in this area.

2. Current Approaches to Technology Evaluation

Most organizations recognize the importance of technology refreshment to improve the quality of their products and services, to be competitive with other organizations providing similar products and services, and to remain attractive to investors in the organization and to a technology-oriented workforce. To stay in business an organization must invest in appropriate new technologies.

Hence, careful decision making on new technologies is essential to an organization. Given the release of an update to an existing technology, or the availability of a new competing technology, an organization must initiate an evaluation process that provides timely, balanced information on which an informed decision can be made. As a result, a number of approaches and techniques for technology evaluation are in use, and a number have been described in the software engineering literature. In this section we review the approaches commonly in use in practice, and those described in the literature.

2.1. Technology Evaluation in Practice

Today technology evaluations are typically carried out in an ad hoc way, heavily reliant on the skills and intuition of the staff carrying out the evaluation. By examining current industrial practice, and through surveying existing experience reports we can identify a number of approaches that are being employed by an organization. These approaches include:

- obtaining objective data on the technology by documenting case studies at other organizations;
- gathering subjective opinions and experiences with the new technology by attending trade shows, and by conducting interviews or by sending out questionnaires to vendors and users of the technology;
- conducting focused experiments to mitigate high-risk aspects of a new technology;
- demonstrating the feasibility of a new technology by executing a pilot project;
- comparing a new technology to existing practices by conducting a shadow project and examining the results of both approaches;
- phased exposure to a new technology by initiating demonstrator projects within a small part of the organization.

Sometimes an organization focuses on one of these approaches, while at other times some combination of approaches is employed.

Regardless of the approaches used we find that what is missing is a well-developed conceptual framework for technology evaluation that allows the results of the evaluation to be considered in terms of what this new technology adds to the existing technology base. Rather, a typical organization carries out one or more of the approaches above, gathers any resultant data, and forms an intuition concerning the value of that technology. It is our assertion that much of the informality in interpreting the results of any evaluation is due to the absence of:

1. well-defined goals before starting on the evaluation;
2. controlled, rigorous techniques for data gathering when carrying out the evaluation;
3. a conceptual framework for analyzing the data that is produced in the context of existing technologies.

While similar observations have been made [1], most attention has been concentrated on the second of these issues, exploring the need for rigorous data gathering and
the use of quantitative software evaluation techniques (e.g., [2][3][4]). In this paper we address the remaining two items by developing a conceptual framework that allows evaluation goals to be defined and the resultant data to be analyzed in context.

2.2. Technology Evaluation in the Literature

A number of interesting papers on technology evaluation have appeared in the software engineering literature over the past few years. In analyzing these papers it is useful to distinguish between two classes of evaluation which we can refer to as product-oriented and process-oriented:

- **Product-oriented**: selecting among a set of products that provide similar functionality (e.g., a new operating system, design tool, or workstation);
- **Process-oriented**: assessing the impact of a new technology on existing practices to understand how it will improve performance or increase quality (e.g., a new design methodology, programming language, or software configuration management technique).

Many organizations have relatively mature evaluation techniques for the product-oriented decisions, and this is reflected in the literature. For example, a number of papers describe general product evaluation criteria (e.g., [5]), while others describe specialized techniques which take into account the particular needs of specific application domains (e.g., CASE tools [6] or testing tools [7]).

Process-oriented evaluation approaches address a more difficult decision faced by an organization which is trying to assess the potential impact of a new technology approach as a whole, and to estimate the impact of that technology approach on the organization’s practices, products, and services. Documented approaches in the literature tend to focus on process improvement first (often based around the SEI’s Capability Maturity Model (CMM) [8] or ISO 9000 standards [9]), with technology support a secondary consideration.

There are two interesting exceptions to this approach. First, a paper by Boloix and Robillard describes a system evaluation framework that provides high-level information to managers about the characteristics of a software system [10]. The strength of the approach is that it provides a broad snapshot of a system by considering a number of different perspectives (end-user, developer, and operators). However, it aims at providing a rapid high-level review (for example, a complete review of a system takes about an hour and a half). Little detailed insight into the strengths and weaknesses of a technology in comparison with its peers are either sought or revealed.

Second, in work by Bruckhaus a technology impact model is defined and applied to a large CASE tool development [11][12]. The method provides quantitative data on the impact of various CASE tool alternatives based on assessing the number of steps that are required when carrying out a particular scenario. While the approach is valuable, it concentrates on impact purely as a measure of increasing or decreasing the number of process steps, ignoring the intrinsic value of the technology itself, and avoiding any attempt to compare peer technologies for their relative value-added.

2.3. Summary

The problem of evaluating software technology has been addressed with a wide range of methods and techniques that address different aspects of the problem. Our examination of this work has found a number of limitations with respect to its lack of a clear framework for defining goals and analyzing results, and its focus on single product instances. Our work has been aimed at overcoming these limitations to provide a conceptual framework that facilitates:

- setting of technology evaluation goals based on understanding the value-added of a new technology approach;
- use of a range of evaluation techniques within an overall framework for synthesizing the disparate results obtained;
- individual product evaluations that concentrate on their distinguishing characteristics in relation to their technology precursors and product peers.

3. The Feature Delta Framework: Principles and Techniques

In order to determine the value-added of a technology, it is necessary to identify the features which differentiate a candidate technology from other technologies, and to evaluate these differential features (the feature delta) in a specific and well-defined application context. But how does one identify and then assess feature deltas in a disciplined way? Figure 1 provides a high-level depiction of the technology delta framework, an approach we have developed to answer this question.

3.1. Technology Delta Principles

The framework embodies a number of important principles. First, of course, is the notion that the potential impact of a technology is best understood in terms of its feature delta. That is, while all of the features of a technology are relevant to understand the technology and how to apply it, to understand the value-added of a new technology it is essential to focus attention on its distinctive
features, i.e., to discover its value-added with respect to some other technologies.

Second, it is not sufficient to simply describe the distinctive features of a technology; it is also essential to evaluate these features in a well-defined and sharply-focused usage context. The technology delta framework exhibits a strong bias towards the use of rigorous experimental techniques for evaluating feature deltas. Specifically, hypotheses are formed about how a feature delta supports a defined usage context, and experimental techniques are then used to confirm or refute these hypotheses.

Third, the framework reflects and embraces the inherent complexity, ambiguity and dynamism of the technology marketplace. Technologies are not static; nor do they exist in isolation. A technology’s feature set is a function of the way it is intended to be used, and a function of what competing technologies provide, and both change over time. The use of descriptive modeling to analyze and document the inter-dependencies between technologies, and between technologies and their usage contexts, is crucial to a disciplined technology evaluation.

Last, the framework reflects a limited but well-defined objective. There are many factors to consider when evaluating a technology, for example installation costs, market forecasting, organizational resistance, and other non-technical considerations. We view the technology delta framework as addressing a necessary but not sufficient aspect of technology evaluation. Our desire is to robustly address the technical aspects of determining valued-added, and leave questions pertaining to, e.g., technology transition and return on investment, to disciplines better equipped to deal with such issues.

In the following sections we describe the techniques we have used in each of the evaluation phases depicted in Figure 1.

3.2. Descriptive Modeling Phase

The descriptive modeling phase addresses feature discovery and impact prediction through the development of technology genealogies and problem habitats, respectively. The output of this phase is a situated technology: models which describe how a technology is related to other technologies, and the usage contexts in which it can be evaluated. Situating a technology in a technology marketplace and in a problem domain provides a basis for identifying feature deltas.

The technology genealogy reflects the fact that new technologies are most often minor improvements of existing technologies (in fact, this assertion represents a capsule summary of the history of technology). As a consequence, if we want to understand a technology in terms of its features, we need to understand the historical and technological antecedents which led to the evolution of the technology. For example, to understand the unique contribution of object-oriented programming technology it is essential to understand its heritage in programming language theory (data abstraction, polymorphism), design theory (information hiding), and simulation and human-computer interaction (modeling real-world entities in software).

However, the features of a technology alone are insufficient to understand value-added; for this, it is necessary to understand how these features will be used and what benefits will accrue from their use—this is the role of the problem habitat. For example, the world-wide web is essentially an integration of several pre-existing technologies (internet, graphical user interface, scripting language, protocols, and hypertext), and can be described largely in terms of the features of these constituents. The potential impact of the web, however, is enormous despite its modest lineage. To predict this impact, the web must be understood in terms of its potential use in electronic publishing, entertainment, and direct sales to name a few.

Our choice of terminology for denoting these models is significant. There is an interesting analogy between the task of describing technology features and usage contexts and the task of describing biological species and habitats. In both cases we define species and technologies through externally visible characteristics: morphology for species
and features for technology. Further, the characteristics we use for descriptive purposes, while not arbitrary, are selected because they are easy to use and are sufficient to distinguish species and assign individuals to species. Finally, for Darwinians, there is a strong correlation between these characteristics and habitat, both of which change over time.

The important point to note is that descriptive models are just that—they are descriptions of assumptions made by the technology evaluator concerning the kinds of features that are of interest, and their relationship to usage contexts that will later form the basis of experimental evaluation. There are no formal tests for the completeness or consistency of these models, nor should we expect there to be. Instead, we should view the descriptive models as a foundation for a rigorous approach to describing technologies, for achieving community consensus on the key features needed to distinguish technologies, and for documenting the evaluation process itself.

Descriptive modeling has analogues in the field of domain analysis [13]. Concepts have been borrowed from feature-oriented domain analysis methods, in particular ODM [14]. From ODM, notions of descriptive modeling, domain genealogy and comparative feature analysis are borrowed whole cloth. Unlike domain analysis, however, the descriptive models generated for technology deltas are not end-products, but are instead used as guides for structuring evaluation experiments and for interpreting the results of these experiments. Thus, we are less concerned with formalizing the notation or the specific form of the work products produced for descriptive modeling than are practitioners of domain analysis.

Genealogies and habitats can be modeled as semantic networks. While we have not yet defined a rigorous ontology for constructing such networks—and believe that it is premature to do so—several different node and link types have proven useful, and these are summarized in Table 1. Nodes in these models represent different ways of thinking about technology, while the links help establish relationships between these views of technology, and form a basis for making assertions about feature deltas. To this end it is also useful to annotate the links with feature lists. For example, consider a hypothetical genealogy of middleware technologies. In such a genealogy it would be plausible to describe SoftBench [15] and FIELD [16] as peers; this link could be annotated with the features that distinguish SoftBench from FIELD.

Table 1: Primitives for Genealogy and Habit Models

<table>
<thead>
<tr>
<th>Ontology</th>
<th>Form</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>Node</td>
<td>A class of functionality, analogous in meaning to “species.”</td>
</tr>
<tr>
<td>Specification</td>
<td>Node</td>
<td>A description of a technology for its producers/consumers.</td>
</tr>
<tr>
<td>Product</td>
<td>Node</td>
<td>An implementation of a technology or specification.</td>
</tr>
<tr>
<td>Peer</td>
<td>Link</td>
<td>Nodes (of any type) that have similar features.</td>
</tr>
<tr>
<td>Competitor</td>
<td>Link</td>
<td>Products or specifications that compete in marketplace.</td>
</tr>
<tr>
<td>Problem Context</td>
<td>Link</td>
<td>Class of problems addressed by a node (of any type).</td>
</tr>
<tr>
<td>Is-A</td>
<td>Link</td>
<td>Product or specification is an instance of a technology.</td>
</tr>
<tr>
<td>Part-Of</td>
<td>Link</td>
<td>Bundled and/or separable products or specifications.</td>
</tr>
</tbody>
</table>

Examples of genealogy and habitat models are provided in Section 4. We note here, however, that these models are co-dependent (as is illustrated in Figure 1). That is, it is often necessary to develop these models iteratively, as the problem-domain habitat suggests technologies to consider, while the technology-domain genealogy conditions our ideas about which problems can be addressed.

3.3. Experiment Design Phase

The experiment design phase is essentially a planning activity. The output of this phase is a set of hypotheses about the value-added of a technology that can be substantiated or refuted through experimentally-acquired evidence, and a set of defined experiments that can generate this evidence and that are of sufficient breadth and depth to support sound conclusions regarding value-added. As illustrated in Figure 1, three activities are involved in this planning: comparative anatomy, hypothesis formulation and experiment design.

Comparative anatomy involves a more detailed investigation of features deltas. We have found that as hypotheses are formed and experiments are designed questions arise that require a more detailed examination of technology features; conversely, these examinations often suggest hypotheses and experimental approaches. It might appear that comparative anatomy should be undertaken in the descriptive modeling phase as just another kind of feature study. However, we placed comparative anatomy in

1. Technology analysts should freely extend this ontology, but should be guided by the principle that each element of the ontology should serve to relate technologies, and ultimately yield feature deltas.
the experimental design phase because we have empirical rather than purely descriptive techniques for conducting comparative anatomy:

- reference model benchmarking for qualitative feature descriptions using an *a priori* feature vocabulary; and,
- feature benchmarking for quantitative feature descriptions.

There is no precise definition for what constitutes a reference model; in our usage we consider a reference model to be an annotated feature list. In some domains reference models have already been developed [17], often exhibiting considerably more internal structure than mere feature lists. A reference model provides a ready to hand vocabulary of features and, sometimes, their inter-relationships. By mapping peer technologies to these reference models using profiling techniques [18], feature descriptions can be normalized to a common vocabulary, and surprising questions are sometimes surfaced. For example, two competing technologies may be found to provide complementary rather than wholly-overlapping services; this, in turn, may suggest compatibility experiments that address their combined use in a particular problem setting.

Feature benchmarks are quantitative measures of features in a context-neutral setting: they quantify features in terms that make sense for the feature and the technology, but in a way that is independent of any problem domain. To illustrate, for middleware products we might measure message throughput under various load conditions. Such benchmarks may represent weak hypotheses, i.e., the kinds of load factors that will influence performance, but these hypotheses need not be explicit nor tied to the problem domain habitat. As with reference model benchmarking, feature benchmarking may reveal properties of a technology that suggest hypotheses about its use in a particular problem setting.

Examples of reference model benchmarking and feature benchmarking are provided in Section 4. At the risk of over-extending the biological metaphor, reference modeling and feature benchmarking can be thought of as *in vitro* analysis—“in an artificial environment, outside the living organism.” 2 In contrast, the experimentally-based evaluation phase can be thought of as involving *in vivo* benchmarking—“within a living organism” (i.e., in actual problem settings).

There is not much to say about hypothesis formulation and experimental design other than to note that a hypothesis needs to be carefully crafted to ensure that:

- it is refutable from experimental evidence;
- suitable experimental techniques exist to address it; and,
- the set of hypotheses are sufficient to form a basis for evaluating value-added.

The first item above requires nothing more than discipline and precision on the part of the evaluator. The third item is inherently difficult to validate, and perhaps the best that can be done to ensure completeness is to establish traceability links from hypotheses to problem domain habitat (which incidentally suggests a fairly detailed model of the habitat). The second item requires a familiarity with various evaluation techniques (referred to as “lab techniques” in Figure 1). This topic is addressed in the following section.

### 3.4. Experimental Evaluation Phase

The evaluation phase is where experiments are conducted, experimental evidence is gathered and analyzed, and hypotheses are confirmed or refuted. We have begun to catalogue different experimental techniques that may be useful given certain kinds of hypotheses, requirements for precision, and budget considerations. These are described, below.

Before describing these techniques, we note that there are collateral benefits to employing a hands-on, problem-domain-situated evaluation of a technology beyond the rigorous accumulation of data. Foremost among these benefits is that the evaluation produces as a side-effect a competence in the use of the technology. Moreover, we have found that hypotheses often focus on critical usage issues, e.g., design and implementation issues, and that experiments yield not just confirmation or refutation of hypotheses, but also yield insights into the optimal use of a technology to address these underlying critical issues.

**Model Problems**

Model problems are narrowly-defined problems that the technology can address, and that can be extracted from, and to some extent understood in isolation of, broader considerations of an application domain. Examples of model problems might include determining schedulability in real time and manufacturing domains; and integrating applications with independent control loops in the component integration domain. The virtues of using model problems is that they provide a narrow evaluation context, and that they allow a direct comparison of alternative technologies in a way that might be too expensive to do in a broader setting (e.g., through demonstrators).

**Compatibility Studies**

Compatibility experiments are the complement of model problems: rather than determining how a single technology behaves in a narrow problem context, compatibility experiments are intended to determine
whether technologies interfere with each other or, optimally, whether they can be effectively used together. Compatibility experiments are particularly useful if a technology might be inserted into an established technology baseline where interactions between the new and established technologies are suspected. Compatibility experiments can also be useful if competing technologies provide disjoint features in addition to overlapping features: it might be useful to determine whether the disjoint features can be used without having overlapping features interfere.

**Demonstrator Studies**

Although narrowly-focused experiments may reveal many interesting characteristics of a technology, there is no substitute for trial applications of a technology in a real-life, scaled-up application setting. Although full-scale demonstrator applications can be expensive, a properly designed demonstrator can achieve some of the scale factors needed to stress-test a technology under investigation, while excluding other factors. For example, system documentation could be dispensed with; reliability and performance might be down-played (assuming these were not crucial to any hypothesis). Nevertheless, demonstrators may require a substantial commitment of resources by an organization, and this phase of an evaluation will probably be deferred until it is determined that a technology has a reasonable likelihood of success.

An important point to note is that we distinguish a demonstrator study from what is commonly referred to as a *pilot project*. In our view, pilot projects are intended to be initial full-deployments of a technology. In contrast, demonstrators, as noted above, may elide some otherwise essential engineering efforts. A further distinction between demonstrators and pilots is that demonstrators (at least in the technology delta parlance) remain focused on the distinguishing features of a technology. In other words, a demonstrator may deliberately exaggerate the use of some features of a technology in a problem setting in order to expose its strengths and deficiencies. In contrast, pilot efforts will be driven instead by optimal engineering trade-offs.

**Synthetic Benchmarks**

Synthetic benchmarks may only be useful to a narrow range of problem domains. Synthetic benchmarks are primarily useful in examining technologies that have runtime aspects, and where the problem domain can be simulated. For example, in evaluating a middleware technology, test messages can be injected into a command and control system to simulate system operation in normal and crisis modes. Synthetic benchmarks may be difficult to conduct without a pre-existing application that permits such instrumentation. Also, considerable effort may be required to acquire valid synthetic loads—again, this could require instrumentation of existing applications. Synthetic benchmarks are different from feature benchmarks precisely in the degree to which such problem-domain specific factors are included in the experiment.

**3.5. Summary of Key Points**

The key idea behind the technology delta framework is that the evaluation of a technology depends upon two factors:

1. understanding how the evaluated technology differs from other technologies; and
2. understanding how these differences address the needs of specific usage contexts for the technology.

Our emphasis is on developing rigorous techniques to address both. These techniques include a range of informal descriptive modeling techniques for documenting assertions about the nature of a technology and its usage context, and more empirical techniques for conducting experiments.

The main virtue of the technology delta approach is that it provides a framework for analyzing and describing inherently subjective aspects of technology evaluation, and for linking subjective assertions to objective data. A secondary virtue is that the experimental methodology also yields a competence in the technology and its use in sharply-focused application settings.

**4. Application of the Technology Delta Framework to OMA and CORBA**

To illustrate the technology delta framework we describe its application to one technology that has direct bearing on software systems integration\(^3\), and that has also been the subject of considerable media attention and speculation: the Object Management Group’s Object Management Architecture (OMA) [19]. Within recent months implementations of the OMA and its more widely-known component, the Common Object Request Broker Architecture (CORBA) [20], have begun to appear in the marketplace. However, there are many competing claims in the literature and among experts in object-oriented technology, middleware technology, and operating systems, about what is unique about the OMA, and how effective it will be in various problem domains. It was, in part, to answer such questions that we began to systematically investigate the OMA technology delta.

In the following discussion we describe how the technology delta framework has guided our evaluation of

\(^{3}\) Our project is centered on software component integration as a topic of investigation.
the OMA and CORBA. We highlight aspects of the application of the framework that resulted in a new or clearer understanding of the OMA. The description concentrates on how the framework has been used and omits many of the results of the evaluations themselves. These details are provided elsewhere [21][22][23].

4.1. OMA/CORB A Descriptive Models

The key elements of the OMA are depicted in Figure 2.

CORBA is a communication infrastructure that enables clients to locate and make requests of (possibly remote) objects. There are different classes of objects within the OMA. Common Object Services (COS) are objects that provide widely applicable services, e.g., transactions, event management, and persistence. Common Facilities are objects that provide useful but less widely-used services, e.g., electronic mail. Finally, application objects are application-specific, and are not (at this time) a subject for standardization within the Object Management Group. Note that in the following discussion, the OMA acronym will be used to refer to all of the elements depicted in Figure 2, while the CORBA acronym always refers only to the communications infrastructure of the OMA.

4.1.1 OMA/CORB A Genealogy

Figure 3 depicts the OMA genealogy. The most significant point made by the genealogy is that CORBA and the OMA are, to some extent, separable technologies. To those familiar with these technologies, this point is neither subtle nor profound; yet, in our experience, even enlightened technologists confuse the details of the OMA and CORBA as well as the role each can play in a system integration effort.

A number of more subtle points are made by the genealogy. The concepts relating to OMA via “is-a” relationships are not necessarily technologies, but rather are evocative of properties that may be significant in evaluating the OMA. To illustrate, the “OMA is-a technology specification” relationship implies, minimally, that implementations of the OMA need to conform to an authoritative specification. The “PCTE is-a technology specification” also implies conformance rules. However, while both OMA and PCTE [24] specifications define notions of conformance, both do so in different ways. Both the common features of technology specifications and their variant interpretations by peer technologies (e.g., PCTE) are revealing about the OMA.

Another point worth noting concerns peer relationships, and what these relationships imply, and do not imply. First, an assertion that Microsoft’s OLE [25] is a peer technology to OMA implies that there are some features in common between both technologies. The relationship does not imply, however, that there is a substitutability relationship between OLE and OMA—that is an entirely different assertion. This serves as a warning to analysts: the open-ended nature of genealogy and habitat models does not imply a lack of precision in the models; the relationships should be documented and used in a consistent fashion. This is essential if the models are to serve a role in providing a rational foundation for experimentation.

4. In the following discussion we provide a very brief overview of the OMA and CORBA. Readers wishing further details on either should consult [19][20].

5. Other properties, such as the manner in which specifications are defined and evolve, may also be significant and are relevant to this illustration.
6. Some relationships are not shown in the interest of clarity.
7. More accurately, there are common features between both technology specifications. As with the PCTE illustration, understanding how OMA specifications differ from Microsoft’s specifications can be revealing.
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4.1.2 OMA/CORB A Habitat

Figure 4 illustrates a portion of the OMA habitat. In general a habitat will be more complex than a genealogy, and care must be taken to balance thoroughness against complexity. With this in mind the concepts that are missing from the habitat are just as significant as the concepts that appear: the habitat is an assertion by the analyst about the features of a technology that are of interest. Thus, although it can be argued that the OMA addresses a problem context concerned with developing object-oriented patterns and frameworks [27], this problem context was not of interest for our investigations. Instead, our interests were in the use of the OMA to support component integration, interworking object technologies, and object-oriented systems development.

The OMA habitat also illustrates that it is often useful to extend the model beyond the immediate technologies of interest in order to obtain a deeper understanding of the technology being evaluated. For example, it is often thought that the OMA and Microsoft’s OLE are competing technologies; in fact, there is some truth to this. However, upon a deeper investigation of both (driven by the need to substantiate this assertion in the habitat), it emerged that the OMA addresses component integration in general, while OLE addresses a more limited form of component integration centered on document management. The OMA habitat asserts an “is-a” link between the OLE and OMA problem contexts to capture this subset relationship. The consequence of this observation on our evaluation was to defer experiments relating to the OMA/OLE feature delta until such time as a sufficient range of OMA common facilities for document management have been defined and are implemented.

On the other hand, if document management architectures were our concern rather than component integration, we might find it useful to conduct a comparative feature study of the OLE component object model and the CORBA object model. This might lead to a better understanding of the strengths and weaknesses that the OMA might experience if it were to form the basis of a document management architecture. Although we did not undertake this more detailed comparison of OLE with the OMA, we did use the genealogy and habitat models to develop more detailed feature comparisons between the OMA and PCTE, ToolTalk [26] and remote procedure call (RPC). Some of these studies are highlighted below.

4.2. OMA/CORB A Experiment Design

We conducted an extensive comparative anatomy of the OMA and several technologies identified in the OMA genealogy and habitat. A sampling of our efforts, and their influence on the evaluation, are described below. For fluency of exposition, discussion of concrete hypotheses and experiment designs is deferred to Section 4.3, where actual experiments are described.

Reference Models

We developed a number of feature-level reference models that described the OMA in terms of related technologies. Although each technology that appears as either a peer or a competitor in the genealogy and habitat should also appear in a reference model, for practical considerations our investigations focused primarily on feature comparisons of the OMA with PCTE, ToolTalk, and Sun/RPC8.

8. We did not have an implementation of DCE/RPC available to us.
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We constructed one form of reference model by mapping CORBA to a reference model of software environment integration framework technologies [17]. We employed a two-step mapping process of first mapping features found in the reference model to CORBA, and then mapping CORBA features to the reference model. The first step identifies the features CORBA shares with software development environment integration frameworks, while the second step highlights features of CORBA not found in environment framework technology. A summary of the reference model-to-CORB A mapping is illustrated in Figure 5 (with the outer rings corresponding to “greater correlation”). Full details of this mapping are provided in [28].

This kind of rough survey can be very useful in focusing analysis efforts to particular classes of features; the mapping illustrated in Figure 5 led us towards more detailed comparisons of CORBA with communications mechanisms (ToolTalk and RPC, for instance) and object management mechanisms (PCTE, for instance). It is also useful for conducting comparative descriptions of technologies. Consider the feature mapping illustrated in Figure 6, which superimposes a mapping of PCTE onto the CORBA mapping. From this mapping an analyst can postulate that a system might make use of PCTE services for policy enforcement (e.g., security policy) while using CORBA services for inter-object communication. Conversely, the analyst might postulate that there is sufficient overlap between object management services that a hybrid PCTE/CORB A system would need to defer all object management functions to either PCTE or CORBA in order to avoid feature collision.

However, neither the reference model nor mappings derived from it are sufficiently rich in semantics to support or refute these conjectures. This suggests the design of experiments (in the form of compatibility studies) that are focused on determining the kinds of feature interactions that might arise between the technologies in a hybrid CORBA/PCTE system (e.g., resource contention), or experiments for determining how features might be effectively combined. Determining how features of the OMA and PCTE can be combined might have practical importance in a large-scale applications that has to satisfy a wide-range of sometimes competing requirements (real time vs. distributed processing, interactivity vs. fault tolerance, etc.). In such cases, knowledge of how and when to delegate features among a range of overlapping technologies can be crucial to meeting application requirements. For example, a real-time or highly secure application might use an ORB to broker communication links that make use of specialized communications hardware and software that are not managed by the ORB.

**Feature Benchmarks**

We found feature benchmarks to be useful for understanding performance variations among different vendor implementations of the CORBA specification, and also for understanding factors in the implementation of object request brokers (ORBs) that influence performance. We also found it extremely useful to compare the performance characteristics of these CORBA implementations with a commercial implementation of RPC, in order to test our assertion that RPC and CORBA are both peers and competitors. Details of these benchmarks and an analysis of the results can be found in [21]. Figure 7 illustrates one such feature benchmark, where we compared the performance of three CORBA implementations and Sun/RPC. Several other performance-oriented benchmarks were created that varied the number of objects, the size of messages, etc. In still other benchmarks, additional interprocess communication technology was introduced, such as Sun/Sockets.
We also note that there are some practical benefits to writing feature benchmarks quite apart from the quantifiable data produced by the benchmarks. The most significant of these benefits is that feature benchmarks can be viewed as very simple applications (in terms of structure and algorithms). As such, they provide a relatively low-cost means for the analyst to acquire “hands-on” experience with a technology. We found these simple benchmark programs to be quite revealing of several dimensions of the CORBA specification, including code portability, inconsistent concepts visible to client writers and object service providers, deficient administrative and security aspects of ORBs, and issues of the robustness of the ORB and ORB-based applications, interactions between the ORB and the host platform and operating system, associated software development tools, and so on.

4.3. OMA/CORBA Experimental Evaluation

The descriptive models and comparative anatomies provided us with a good idea of the OMA feature delta: those features that distinguished OMA and CORBA from PCTE, ToolTalk and RPC (to name a few). In addition, we also had formulated several hypotheses concerning how this technology delta would behave in our selected problem domain (i.e., integration of large-scale, off-the-shelf software components). The next step was to define experimental scenarios that would allow us to apply the OMA feature delta under controlled circumstances, and to test our hypotheses. These experiments and their results are described in high-level terms in the following paragraphs.

Before proceeding we note two points. First, we designed quite a few more experiments than we had the resources to ultimately carry out. We suspect we are not alone in having resource constraints—however, the experiment design process is useful in and of itself, and even those experiments not conducted were revealing. Second, in the interest of space we do not describe all of the experiments we conducted, only a sampling that we believe are revealing of the technology delta method.

4.3.1 Model problems

Model problems can be derived from a number of sources identified in the genealogy and habitat. For example, the CORBA genealogy asserts that CORBA is-a architecture description language (ADL). A pre-existing set of model problems for software architecture is available [29]; similarly, a set of model problems for software architecture description languages is also available [30]. Problem contexts are also a ready source of model problems: interprocess communication and distributed systems problem contexts have many known model problems. For our investigations the model problems of interest were derived from the tool and software component integration problem context.

Experiment Overview

The model problem we describe here concerns architectural mismatch [31]. The essential problem is that reused, off-the-shelf components embed many integration-time and run-time assumptions about their usage contexts, and often the assumptions made by one component are inconsistent with assumptions made by others. One common manifestation of architectural mismatch concerns the locus of control in an application comprised of many different large-scale components, i.e., who is in charge? There are many more kinds of manifestations.

Hypotheses

Architectural mismatch comprises a wide-range of experimental scenarios and hypotheses, and this is still an active area of experimentation within our project—for example, to classify and catalogue techniques for removing architectural mismatches. From past experience, we knew that removing architectural mismatches often requires intricate, low-level code. Given the claims that CORBA could be used to encapsulate and integrate legacy applications, we wished to examine the effect of CORBA on this code. In particular, we wished to determine the sensitivity of architectural mismatch solutions to ORB-vendor features. Our hypothesis was that vendor-specific features would have a minor effect on implementation strategies to architectural mismatch. Supporting or refuting this hypothesis is important for our project so that we can determine to what extent our documented techniques for architectural mismatch-removal are vendor-specific.

Experiment Design

Our experiment design involved the integration of a CORBA object implementation with a graphical user interface (GUI) into a single executing process. CORBA object implementations typically have event loops that accept requests for services from arbitrary clients; GUI components have event loops that manage display events. For our experiments we used Tk/wish [32] as the GUI component; the object service integrated with the GUI was a simple two-dimensional array that allowed clients to put and get values at specified locations. We used two different commercially available ORBs, and developed a model solution using one ORB and attempted to “port” this solution to the second ORBs. This experiment illustrates the essential characteristics of the problem without introducing
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9. The OMA Interface Definition Language (IDL) is sometimes referred to as an architecture description language—this is the meaning of the placement of ADL’s in the OMA/CORBA genealogy.

10. Other experiments were performed where the components did not share a process address space.
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extraneous details—the functionality of the final integrated application is trivial while the integration requirements are not trivial and are a valid representation of a potentially challenging integration problem.

Experiment Results

In brief, the experiment convincingly refuted the hypothesis. We discovered that component integration within a single address space exposed a wide range of ORB vendor-specific idiosyncrasies, and the solutions we selected for one ORB were not implementable in the other. Although we knew that the OMA does not support source code portability for object implementations, the extent of the variation between our two model solutions was more dramatic than we had anticipated. In postmortem analysis of the experiment, we determined that it would have been possible to implement a model solution that, with some minor re-programming, would work on both ORBs. However, this uniform solution would be considerably more complex than either ORB-specific solution, and we would only have low confidence that the uniform solution would be applicable to a third ORB with a different set of vendor features.

Regardless of the specific interpretations of our experimental results, a great deal of information about the OMA and its exemplar implementations were derived with modest cost and development effort (on the order of 200 source lines of C++ for each model solution). This level of effort is probably an indicator of a well-constructed model problem.

4.3.2 Demonstrators

Ultimately, the impact of a technology is felt over the full range of issues related to application development. Experienced software engineering practitioners are well acquainted with technologies that provide leverage early in a software life cycle only to introduce more compelling problems later in the development cycle. The model problem just described was intended to focus on relatively narrow aspects of the OMA. In contrast, demonstrators are intended to reveal the broader characteristics of a technology when it is applied to a representative “complete” problem in an application domain.

We have developed two OMA demonstrators: (1) integration and wide-area distribution of a collection of legacy software components, and (2) an open, distributed-object-based workflow process definition and enactment framework. For reasons of space limitation only the first is described here; details of the second are documented elsewhere [23].

Experiment Overview

This experiment was conducted collaboratively by the National Institute of Standards and Technology (NIST) Manufacturing Engineering Laboratory (MEL), Sandia National Laboratories, and the SEI. NIST/MEL has long-standing interest in improving the state of manufacturing technology, in particular involving the use and integration of manufacturing-related software technologies. Sandia is involved in the design and manufacture of high-performance materials, and thus has similar interests from the consumer-side.

The manufacturing processes required to move a product from concept to realization are many and varied, often requiring highly-specialized computing resources. In many cases these resources are independent of the underlying application domain—manufacturability analysis for automotive parts and washing machine parts are quite similar. Some believe that a breakthrough in manufacturing efficiency can be achieved if these “horizontal” resources are freed from their existing “vertical” market confines, and allowed to develop in the free-market. The challenge is how to re-assemble these horizontal specialties into virtual enterprises—specialty companies collaborating in a vertical manufacturing enterprise. Among other things, virtual enterprises require technology infrastructure to support:

- the integration of separately-developed, specialized, computer-aided manufacturing technologies;
- geographical distribution of computing resources, and support for heterogeneous computing environments; and,
- fee-for-service brokering of computer-based services to enable competition for specialized tools and skills.

In short, virtual enterprises will rely increasingly upon information technology such as distributed object technology. This experiment focused on the use of the OMA to support flexible integration and wide-area-distribution of legacy manufacturing engineering design components.

Hypotheses

In contrast to the model problem described above, our concern in this experiment was less on ORB vendor-specific issues and more on how OMA-defined features supported a specific class of integration problems. Our hypothesis was that, as compared to RPC-based approaches, the OMA feature delta would result in an integration framework that would:

- be more abstract and thus easier to maintain, evolve and standardize;
- be more flexible with respect to component location, coordination, and other run-time concerns;
- better address system-level issues such as data management, persistence, and transactions.
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We also were concerned that ORB-vendors did not uniformly implement OMA features beyond CORBA, i.e., CORBA products need not be bundled with implementations of common object services or common facilities (refer to Figure 2). Therefore, our hypothesis further stipulated that OMA services not provided by an ORB vendor could be either partially- or fully-implemented by application developers with only a modest increase in application development effort\(^\text{11}\).

Experiment Design

Our experiment design involved the integration of several Sandia-provided manufacturing engineering design tools. The integration experiment focused on the use of advanced OMA features, rather than a more primitive RPC-like use of CORBA, thus:

- an object model for the engineering design activities comprised by the tools was modeled in CORBA IDL;
- OMA services such as persistence and relationships were used for the object model to support long-running, wide-area distributed design sessions;
- the Sandia tools were “wrapped” to fit into the distributed object model, rather than wrapped to export tool-specific functionality, and distributed across different sites (at the SEI and NIST); and,
- an end-user virtual interface was implemented to make the location and identity of the Sandia tools transparent.

We sketched a paper design of this system using simple RPC primitives to establish a comparative (if hypothetical) baseline; we went so far to give RPC the “benefit of the doubt” that we used CORBA/IDL as an RPC interface specification language, rather than the more primitive specification languages supported by most existing RPC implementations.

As a whole, the experiment design addressed the hypothesis as well as the underlying application domain (virtual enterprises for manufacturing). The total effort devoted to the main design and implementation phase of the demonstrator was approximately six person months, applied by two software engineers over a period of three months. This was substantial enough to construct a non-trivial demonstrator.

Experiment Results

The major elements of the OMA feature delta—object services and an object-oriented interface description—provided an excellent foundation for designing and implementing distributed component-based systems; in large measure, the first part of our hypothesis was sustained. However, we discovered that in practice developers will require an even richer set of object services than currently defined; it remains to be seen whether vendors will as a rule provide implementations of these services. We were also able to convincingly refute the second part of our hypothesis: we demonstrated that custom implementation of OMA services such as relationship management is impractical, and the use of non-standard services, such as vendor-specific persistence mechanisms, introduces additional problems, such as coding complexity and non-orthogonality with OMA concepts.

As with all of our experiments, a wide-range of practical results beyond the immediate hypotheses were established. From this experiment we discovered a variety of software-architecture related facets of the OMA. In particular, we discovered the affinity of OMA concepts, when applied to wide-area component integration, to a hybrid repository-style [35] and structural style [36]. We were able to demonstrate how this hybrid style addressed many of the technical requirements for flexible, evolvable wide-area component integration; and, further, how it addressed the sometimes ambiguous, inconsistent or incompletely-specified runtime semantics of OMA specifications.

4.4. Summary of Key Points

The OMA is an interesting example of a new class of technologies that many believe will have a major impact on the design and implementation of distributed systems. In order to investigate this technology we have carried out a wide range of studies and experiments that help us to gain insight into the technology’s strengths and weaknesses.

The technology delta framework played an important role in this technology investigation by:

- separating the different evaluation tasks into manageable pieces;
- suggesting an ordering, or methodology, for carrying out different kinds of evaluations;
- allowing the information collected to be considered as part of a larger picture that provides a more complete understanding of the technology.

5. Conclusions and Future Work

While the evaluation of software technologies is seen as a vital task in many organizations, most organizations carry out those evaluations without clearly defining their goals and expectations, and are heavily reliant on the intuition and experience of personnel performing the work. In this paper we have presented the basis for a systematic approach to software technology evaluation focused on establishing the contribution of that technology in relation
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\(^{11}\) We did not actually believe this, but it is often more useful to state a hypothesis in an affirmative tone and then falsify it, rather than the stating a negative hypothesis and attempt to prove it.
to it peers and predecessors. This approach has been illustrated through its application to the Object Management Group’s OMA and CORBA technologies.

A number of limitations and weaknesses of the current framework remain to be addressed. Specifically, we recognize the need for further development of the technology delta framework in the at least the following areas:

- **Additional rigor in the modeling of genealogies and habitats.** The current semantic nets approach provides great flexibility, but at the cost of some precision and repeatability. We hope to further define the modeling language in these areas through further application of the framework.
- **Improved integration of metrics techniques.** The ultimate goal of any evaluation is to define and apply appropriate quantitative techniques that yield objective data on which to base a decision. We hope to examine the technology delta framework as an opportunity for facilitating greater use of quantitative metrics within technology evaluations.
- **Application to a wider set of technologies.** Currently the technology delta framework has only been applied to system integration technologies. While we expect the concepts to be readily transferable to other domains, this assertion must be validated through its application to candidate technologies.

The technology delta framework was created through analyzing the methods that we had been using for a range of technology evaluations in the area of systems integration, culminating with our evaluation of OMA and CORBA. Currently planned is further application of this framework for the evaluation of other classes of system integration technologies (e.g., scripting languages such as Java [37], Python [38], TCL [32]), and for the use of the OMA in domains other than component integration (e.g., real-time, reliable systems). It is expected that these future applications will lead to a more robust framework and evaluation methodology, applicable to a wide range of software technologies.
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